Chapter 3








Anomalies' Literature Review








3.1. Introduction





Market anomalies can be defined as phenomena where share price behaviour does not comply with investors' rationality or where there are no plausible ways of explaining the anomalous price movements within a set paradigm. Most anomalies have been documented as recurring events which imply either investors' failure to take them into account, or some factors not specified by the Capital Asset Pricing Model (CAPM), which affect the pricing of assets. If the latter case is true, then the benchmark CAPM must be misspecified. In the former case the CAPM is undermined, as it would imply non-rational behaviour of investors. 





The Stock Market Equilibrium, as defined by the CAPM, assumes two kinds of risk: systematic, or market risk, and non-systematic, or diversifiable risk. An investor should only be remunerated for suffering systematic risk. As the non-systematic risk can easily be diversified by investing in a portfolio rather than in a single asset, no refund should be given for this type of risk. Therefore, if a group of assets, selected on a basis different to their market risk, i.e. beta, earns returns higher than its overall beta suggests, it would constitute digression from the Efficient Market Hypothesis (EMH) and equally from the CAPM.





Market anomalies in general relate to the EMH. One group of market anomalies relates to the CAPM directly. This group of anomalies, such as P/E, size, and Book to Market anomalies, challenges the CAPM by assuming other risk factors in addition to beta.





The other group of anomalies undermines the weak-form of the EMH test, known also as the random walk test. According to the weak EMH test, publicly available information can not be used to predict future prices. If markets are efficient in their weak form, they should quickly incorporate publicly available information, so that no one would be able to earn excess returns by using some sort of public information, including share prices. Within this second group fall several anomalies, known as calendar anomalies, as well as stock market overreaction and the reversal of large stock price decreases.





When some obvious indicator is used to foresee the future movement in a share price and there is regular success in predicting it, an anomaly is present. Indicators predicting the likely price behaviour, which are also publicly available information with very low cost of collection, can be referred to, such as:





I. Stock Market Statistics.


II. Firms' Balance Sheet and Statements.


III. The Calendar.


IV. A combination of I. and II.





Some of the anomalies which have been documented since the late 70s and early 80s and attract greater interest can be summarised by the sources of data:





I. Stock Market Statistics.


1. Small Firm Anomaly.


2. Initial Public Offering (IPO) Anomaly.


3. Long Run Stock Market overreaction, e.g. Mean Reversion.


4. Reversal of Large Stock-Price Decreases.





II. Calendar


1. The Day of the Week Effect.


a. Friday  Effects.


b. Weekend anomaly (Monday effect).


2. Holiday Effect.


3. Turn-of-the-month Effect.


4. January Effect.





III. A combination of Stock market statistics and Firm's Balance Sheet and Statements.


1. Price/Earnings ratio Anomaly.


2. Book-to-market Anomaly.





This chapter is organised as follow: The next section (3.2) reports on evidence of the size anomaly and the likely explanations of it, such as size effect reversals, stock market overreaction, transaction costs, marginal firms and neglected firms. The last sub-section (3.2.7.) looks at some recent advances in the relationship between the Book-to-market and other factors associated with the size anomaly. Other anomalies’ associated with the size anomaly, i.e., the Initial Public Offering (IPO) and the Calendar anomalies, are considered in the subsequent sections.





3.2. Small Firm Anomaly





3.2.1. Evidence





The 'firm size' effect was documented by Banz (1981) and Reinganum (1981). According to their studies, small firms have higher average returns than larger firms, even after adjusting for market risk beta.





Banz (1981) examines the linearity of the CAPM relationship by forming market value (MV) portfolios and then including the ratio of portfolios' MV to the total market value as an additional variable to the market risk (beta) factor in the cross-section return relationship. He finds a negative and persistent relationship between returns and market value of equity for a sample of all common stocks listed on the NYSE for at least 5 years between 1926 and 1976 throughout all sub periods.





The final results of the study show that, in the period 1936-1975, the common stock of small firms earns on average, higher risk adjusted returns than the common stock of large firms. Banz notes that his study is not based on a particular theoretical model, and therefore it is not possible to determine whether market value per se matters or whether it is only a proxy for unknown factors correlated with market value.


Banz's model relied essentially on Black's (1972) zero-beta CAPM, incorporating size as an additional variable,
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If there is no relationship between � and expected return, i.e. �= 0, then (3.1) reduces to the Black (1972) version of the CAPM. In respect to the errors-in-variables problem, Banz concludes that it should not be a factor as long as the portfolios contain a reasonable number of securities, so that the extreme high and low beta error-in-variables would cancel out. 





The major empirical result is a significantly negative estimate for � for the overall time period. Thus, shares of large firms appeared to have smaller returns, on average, than small firms with similar risk.





This result, however, should be considered with caution, as Banz reports that: 





'The correlation between the mean market values of the twenty-five portfolios and their betas is significantly negative, which might have introduced a multicollinearity problem.' (Banz 1981, p.11) 





This multicollinearity is regarded as a major problem in testing the size and other anomalies, and subsequent papers suggest ways of tackling it.





Reinganum (1981), whose paper was published simultaneously with Banz (1981), challenges Ball's (1978) E/P effect by providing evidence of the superiority of the 'size effect' over the E/P effect. The E/P effect, also called price/earnings ratio anomaly, states that stocks trading on a high E/P ratio (low price/earnings ratio) outperform the market averages. To answer the question as to whether the E/P and market value of a firm are related or independent, Reinganum classifies firms by both the market values of the common stock and E/P ratios. Twenty-five portfolios are formed, in ascending order, from the lowest MV and E/P to the highest. Then mean excess returns and betas for these portfolios are estimated. 





All E/P portfolios within the lowest MV quintile have positive excess returns. However, not all of the MV portfolios within the lowest E/P quintile have positive excess returns. Thus, portfolios formed on MV are more powerful in explaining excess returns, compared to those formed on the basis of E/P ratios. Therefore Reinganum classifies the CAPM as misspecified and defines the size, rather than E/P ratio, as more closely related to equilibrium pricing.





 Possible explanations emerged as soon as the size anomaly was documented. Roll (1981) claimed that small firms’ thin trade was a possible cause of beta underestimation. Roll expresses a doubt that small capitalisation firms are able to earn excess return when adjusted for risk. Although it is a common belief that small firms are riskier, he still maintains that risk measurements are incomplete. In order to prove this incomplete measurement hypothesis, Roll estimates the return variance of the Equally Weighted Index and Standard & Poor's 500 Index (value weighted) for different time intervals. Then the ratios of the variances between the two indices are calculated for the corresponding time intervals.





The result is puzzling. The variance ratio (�) gradually increases from 1.05 for daily intervals to 3.166 for semi-annual intervals in the period 1962-1977. As is well known, the equally weighted return index is more populated by small firms, the S&P-500 by large firms. Hence, the relationship between equally weighted and S&P-500 indices could be treated as a relationship between the returns of small and large firms. As the ratio of the equally weighted and S&P-500 return variances changes, when measured for different intervals, movement in the risk measurement should be expected.





On the basis of this evidence, no rational investor whose preferences are to hold his portfolio for more than a day would regard a well-diversified small firm portfolio as equal in risk to a similar well diversified large firm portfolio.





The reason for this measurement bias originates in infrequent trading, inherent in small firm assets. As small firms' assets are not traded for days or even months, their prices do not fluctuate like the prices of large firms. Therefore, the traditional way of estimating return variances and beta underestimates the true risk of holding small firm assets for longer investment horizons.





To solve the problem of incomplete risk measurement, Roll uses both an ordinary method and Dimson's (1979) method, regressing the Equally Weighted Index against the S&P 500 Index. As a result, Dimson's beta is always higher than the ordinary beta estimated for the 1963- 1977 period. The actual beta is obtained by summing the lagged, contemporary and lead beta estimates, a technique, which according to Dimson (1979), allows for infrequent trading of small firms' shares. The inclusion of lead and lagged independent variables aims to deal with the thin-trading problem. Thin-trading is a common feature of smaller size firms, in which the number of shareholders is significantly lower than the number of shareholders in larger companies. As a result, small companies' shares are not traded for long intervals and thus their prices may remain unchanged, especially when the observation frequency is short. In OLS terms, beta would be biased, if estimated only from the contemporary market index.





Thus Roll rejects the existence of size effects and challenges the significance of the previous works. Roll states as a major conclusion: 





'Trading infrequency seems to be a powerful cause of bias in risk assessments with short interval data.' (Roll, R., 1981, p.887) 





Reinganum (1982) reacts to Roll's (1981) conjecture on the firm size effect. The results from his investigation reveal that average returns of small firms exceed those of large firms by more than 30 percent on an annual basis. Even if Dimson's (1979) estimator is employed, beta could not explain more than a 30 percent difference in the average portfolio returns.


At the end of each calendar year all common stocks listed on NYSE-AMEX are placed into one of ten portfolios, based upon the stocks' relative position in the value ranking. The ten market value portfolios are updated annually, in order to account for the changes in the assets' market capitalisation. The number of firms that satisfy the data requirements ranges from 1457 in 1963 to over 2500 in the mid 1970s.





The portfolio betas are estimated using OLS and Dimson's (1979) aggregated coefficient method. The following regression is run to test for the magnitude of the size effect in each of the 180 months from 1964 through to 1978.
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Table 3.1.


Average size effect and Standard Error for selected periods





Period/Subperiod�
�EMBED Equation.3����
Standard Error�
�
01.64/12.78�
-0.911�
0.22�
�
01.64/12.68�
-1.420�
0.30�
�
01.69/12.73�
0.024�
0.35�
�
01.74/12.78�
-1.337�
0.43�
�
 Reproduced from Reinganum, (1982)





Table 3.1 shows the significance of the size effect for the investigated period and selected sub periods. It is evident that the size effect is unstable and insignificant for the sub period 01.69/12.73.





Further analysis reveals that small firm portfolios have higher beta than larger firm portfolios, which raises the question whether it is a small firm effect or high beta effect. The separate assessment of beta and size is, apparently, exacerbated by the negative correlation between size and beta. A similar dilemma exists when the significance of several factors, such as beta, size, market-to-book value, E/P ratio, etc. are to be tested in one multivariate cross-sectional return relationship. 





Jegadeesh (1992) suggests an approach that alleviates the multicollinearity problems. First he forms 10 size portfolios, in a manner similar to the previous studies, and then each size portfolio is split into 2 portfolios, one with high beta and the other with low beta. The target high beta is 1.25 and for low beta, 0.75. Thus, the correlation between size and beta is close to zero, as beta remains constant owing to the design of the portfolios.





Jegadeesh finds negative and statistically more significant size coefficients than beta coefficients in both high and low beta cross-sectional regressions. Furthermore, beta coefficients are negative.





Another approach to tackle the multucollinearity problem is applied by Fama and French (1992). Their method consists of forming a number of portfolios sorted by a given criterion, then each of these portfolios is ranked according to a second criterion. An example is forming, say, 5 size portfolios first, and then sorting each size portfolio into 5 portfolios ranked by beta. 





If there is a rate of return pattern across size portfolios and no pattern across beta ranked portfolios, the size rather than the beta should be considered as a determinant of the cross section return differences. 





Fama & French (1992) aim to evaluate the joint roles of market beta, size, E/P, leverage and book-to-market equity in the cross section of the average returns on NYSE, AMEX and NASDAQ stocks.





Fama & French confirm the previous findings, i.e., the relation between betas and average returns disappears during the most recent 1963-1990 period, even when betas are used alone to explain average returns. When common stock portfolios are formed on size alone, Fama & French find that average return is positively related to beta. However, size portfolios' betas are almost perfectly correlated with the size, so that the test is unable to distinguish between beta and size influence on returns. Hence, Fama & French need to apply more sophisticated techniques to eradicate the high correlation.





After assigning firms to size-beta portfolios in June, Fama & French calculate the equally weighted monthly returns on these portfolios for the next 12 months. In this manner, they obtain post-ranked monthly returns from July 1963 to December 1990 on 100 portfolios formed on size and pre-ranking beta. Betas of every size-beta portfolio are estimated, using the full sample (330 months) of post ranking returns on each portfolio.





Beta is estimated as the sum of the slopes in the regression of a portfolio return on the current and previous months’ market returns. According to Fama & French, additional leads and lags of the market have little effect on these beta estimations.





When Fama & French investigate portfolios based on pre-ranking betas, they find a strong relationship between average returns and size, but no relationship between average return and beta. When portfolios are formed on size alone, Fama & French observe a strong negative relationship between average return and beta. Average returns fall from 1.64 percent per month, for the smallest capitalisation portfolios, to 0.90% for the largest. Post-ranking betas also decline from 1.44 percent for the smallest portfolio to 0.90 for the largest.





Like the size portfolios, the beta sorted portfolios do not support the Sharpe (1964), Lintner (1965) and Black (1972) (SLB) model. There is a little spread in average returns across the beta portfolios, and there is no obvious relationship between beta and average returns. Therefore Fama & French's final verdict is: 





'The proper inference seems to be that there is a relationship between size and average return, but controlling for size, there is no relationship between beta and average return.' (Fama and French, 1992, p.433)





Because Fama and French (1992) were initially interested in analysing the impact of leverage on security returns, they excluded from their analysis all financial firms�.  Barber and Lyon (1997) examine a large holdout sample of financial firms, which they test for the robustness of the relationship between the firm size, book-to-market ratios and security returns. Barber and Lyon’s analysis is restricted to NYSE, AMEX and Nasdaq firms with available return data from July 1973 through to December 1994. The comparison between the percentage mean monthly returns for both nonfinancial and financial firms by size decile shows similar patterns of diminishing portfolios’ returns as the size increases. In addition, the t-statistic for the difference between returns of the corresponding size deciles of the nonfinancial and financial firms is insignificant for all 10 size portfolios. A similar relationship is established between the returns of portfolios sorted by firms’ book-to-market ratio. Firms with high book-to-market ratios earn on average higher returns, no matter whether they belong to the financial or nonfinancial sector. 





Dimson and Marsh (1986) and (1989) report evidence on the size effect in the London International Stock Exchange. They conclude that the size effect has an important role as small firms have consistently earned at least 6 percent greater return than that of the market on an annual basis.





More recent papers of Fraser (1995) and (1996) look at the UK companies traded on the London Stock Exchange. Fraser (1995) runs the standard CAPM for the Hoare-Govett Smaller Companies Index� over the period May 1970 to October 1991. If the market is efficient, the intercept term should be zero. Fraser (1995) finds that smaller companies consistently outperformed the market over the period May 1970 to July 1989, but since then, abnormal returns have disappeared.


Fraser (1996) uses UK data comprising the market portfolio and the smaller companies’ portfolio. The family of GARCH-type models are applied to examine whether the expected excess returns� of companies with a low market capitalisation display similar characteristics to those of the market as whole.





The summary statistics for the UK monthly mean excess returns shows excess returns for the FT-All Share Index of 0.006 and 0.013 for the small company index�, or a 0.007 gross return on size. Overall, the smaller companies index and the market as whole have similar characteristics. The differences in the risk-return behaviour may be because information on smaller companies has tended not to be available to all traders simultaneously and is also less likely to be acted upon immediately.


 


3.2.2. Size Effect Reversals      





Brown, Kleidon and Marsh  (BKM) (1983) use data on the same 566 firms studied by Reinganum (1981) in which the size-related anomaly is reported. Of the 566 existent firms in December 1975, 535 survived through December 1977 and 496 through December 1979. Brown et al emphasise that, for the investigation period from 1975 to 1979, 45 of the 62 mergers and acquisitions have resulted in the disappearance of firms smaller than the median firm size. BKM run an OLS regression in an excess return form of the market model:
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They find that excess returns obtained by ranking firms according to market value of equity are not stable. In some years the distribution of ex-ante returns for the small firms has a positive value, while in other years the effect is reversed. They also find that the risk-adjusted excess returns � exhibit reversion across the 10 sized portfolios, i.e., for some periods the excess returns are earned by small firms and for others by large firms. 





To explain the risk-adjusted excess returns by the size anomaly, BKM run a cross-section regression where the size is an independent and the excess returns a dependent variable: 
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where � represents the magnitude of the size effect.





Overall, for the whole period 1967-79, the size effect is negative. However, for the subperiod 1/67-12/76 the size effect is positive, implying that larger firms earn higher risk adjusted excess returns. Part of the results are illustrated in Figure 3.1.





Figure 3.1


Time series of risk adjusted excess returns (�EMBED Equation.3���) for selected portfolios 1, 5 and 10.
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 Reproduced from Brown, Kleidon and March, (1983).





BKM fail to explain the reasons behind the reversals of the size effect. Further investigation of the reversals of the size effect is carried out by Reinganum (1992), who forms ten size portfolios assuming dividend reinvestment for the period from January 1926 through December 1989. On average, the small capitalisation stocks outperform the large ones, although this is not a universal result.





To examine the reversals in size portfolios’ performance, Reinganum considers an investment horizon of five years. Was the size effect over the period 1926-30 related, for example, to the size effect of 1931-1935?





For each small firm portfolio, the autocorrelation of the excess returns is computed for investment horizons ranging from one to seven years and the correlation of fifty-six pairs of two adjoining five-year periods are computed. The autocorrelation for the small size portfolios is negative when a three-year horizon is reached. It becomes more negative and statistically significant at investment horizons from five to six years. Therefore, the excess returns on size portfolios exhibit a tendency to reverse themselves. That is, periods when the size effect is negative tend to be followed by periods when the size effect is positive. 





In a similar study, Fama and French (1988) assign 17 industry and 10 size portfolios for the period 1926-85. In order to estimate � - the first order autocorrelation - they run a time series regression �EMBED Equation.3��� where T is an investment horizon varying from 1 to 10 years.  Their analysis shows that � increases after lag 2, and decreases after lag 6 in both industry and size assigned portfolios.





3.2.3. Stock Market overreaction





Stock Market overreaction is based on the notion that many investors overweight recent information and underweight prior data. The overreaction hypothesis is developed by De Bondt and Thaler (1985). They use monthly returns to form portfolios of winner and loser shares. The selection procedure includes the calculating of cumulative excess over the market returns for each share for the various periods from 5, 3 and 1 years before the portfolio formation for even and odd years. Then the extreme winners and losers form the winner and loser portfolios for a given date. After this date, Cumulative Average (Market Adjusted) Residual returns (CAR) of winner and loser portfolios are calculated for 36 months ahead.  The estimated difference between the winner and loser portfolios CAR 1, 12, 13, 18, 24, 25, 36 and 60 months into the test period is positive and highly significant, showing a tendency for growth. This difference is mostly pronounced for winner and loser portfolios based on a 5-year formation period.





In a subsequent study, De Bondt and Thaler (1987) develop the overreaction hypothesis further, now examining its association with anomalies such as the January anomaly, the small size anomaly, etc.  For the period under investigation they find seasonal patterns and relationships between the winner-loser effect and the small size anomaly. Thus, the winner portfolio earns the highest excess return in January, whereas the loser portfolio has the highest negative excess return in the same month of January during the portfolio formation period. This state is reversed for the winner and loser portfolios when CAR is calculated in the test period. Now, the winner portfolio underperforms mostly in January, whilst the loser outperforms in January. 





As many authors world-wide document, the January anomaly is mainly due to small capitalisation firms, as the small firms may have a stronger overreaction pattern. Further, De Bondt and Thaler compare the Size and Winner-Loser Effects by forming 5 size portfolios and calculating their CAR in the formation and test periods. The results show that smaller size portfolios are formation period losers (-0.258 CAR for smallest MV portfolio), whereas bigger size portfolios are basically winners (0.762 CAR for biggest MV portfolio (see p.572)).


Winner-loser reversals for 16 countries' national stock market indices are investigated by Richards (1997).  The interesting evidence found by Richards is that small markets are subject to larger reversals than large markets, implying greater imperfections in the small markets.





3.2.4. Transaction Costs





Soon after Banz (1981) and Reinganum (1981), Stoll & Whaley (1983) argue that their studies are based on gross returns, not accounting for transaction costs. The market-maker's spread on a proportional basis is generally higher for small firms, they claim, because of their infrequent trading activity and risk, while the broker's commission rate is an inverse function of the total value of a stock. In addition there are other less explicit costs such as the cost of investigating and monitoring a firm, which might be higher for small firms. 





Stoll & Whaley’s test on the size effect involves forming 10 size portfolios for the period 1960-1979. Then, they measure market risk (�) using monthly returns of the NYSE stocks and applying Dimson's approach. For the entire period of 240 months the smallest firms outperform the largest ones by more than 13 percent annually. Further, they apply excess return series in the manner of Black (1972):
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or the so-called zero-beta model, where the subscript  'a' refers to arbitrage. The intercept term � of these regressions estimates the abnormal returns realised by engaging in arbitrage activity. 





The relative spreads for each of the stocks within every size portfolio is estimated as an average of the beginning and end-of-year values of the bid-ask spread. The commission rate on each stock is computed from the minimum commission schedule.





The mean abnormal return of the lowest market value portfolio is estimated for various investment horizons, before and after transaction costs. After accounting for transaction costs, the abnormal return of small firms is dramatically reduced, as the transaction costs for small capitalisation assets are 2-3 times higher than these of large firms (Table 5, p.72). Small capitalisation firms still earn excess returns, but only for investment horizons greater than 4 months. For investment horizons less than 4 months, small firm excess returns are negative.





Amihud and Mendelson (1989) suggest an illiquidity model to explain the excess returns. The illiquidity is measured by the bid-ask spread integrated into an asset-pricing model. According to their theory, the shares have bid-ask spreads which reflect their transaction (or illiquidity) costs and investors have heterogeneous liquidation plans or holding periods.





Their test procedure consists of forming portfolios, calculating beta, residual standard deviation, size and bid-ask spread, for each portfolio, and then testing the cross-sectional relation between the average returns and these portfolio characteristics over the period 1961-1980.





Amihud and Mendelson find that beta and the bid-ask spread are the only variables with significant coefficients. These results are consistent with the hypothesis that the principal factors affecting asset returns are beta-risk and illiquidity, measured by the bid-ask spread. Therefore the size effect hypothesis is not supported. However, their results seem to be ambiguous due to the relatively high correlation (always above 0.4) between market size and bid-ask spread. 





Aitken and Ferris (1991) provide additional evidence of the small firm anomaly using Australian data. They implement a CAPM adjusted for transaction costs. The findings confirm an overall difference between the large firm and small firm portfolio transaction costs over the period January 1965 to December 1985 of 7.33 percent. These include differences in brokerage (2.4%) and the bid-ask spread (4.93%). 





To test for the clientele effect�, Atkins and Dyl (1997) investigate the relationship between the average holding periods and the Bid-Ask spread, market value and return variance on the NYSE from 1975 to 1989 and Nasdaq from 1984 to 1991. The regression results for the Nasdaq firms show that the coefficient on the bid-ask spread is positive and significant at the 0.01 level, with t-statistic of 89.85. This finding provides strong support for the hypothesis that investors' holding periods for common stocks are related to the level of transaction costs. The regression coefficients on firm size and on the return variance also have the expected signs and are highly significant. Longer periods are associated with larger firms, and shorter holding periods are associated with more volatile firms.





For the NYSE firms the coefficient on the bid-ask spread variable is again positive and significant at the 0.01 level. The coefficients on firm size and return variance are also significant and have the expected sign.





Eleswarapu (1997) examines the possible biases in the empirical findings of Amihud and Mendelson (1986) due to the restrictive data selection criterion and methodology revealed in Chen and Kan (1989) and Eleswarapu and Reinganum (1993). Eleswarapu (1997) forms 49 portfolios (7x7) on the basis of the bid-ask spread and beta, and reports the spread, beta, market value (MV) and price per share (PPS) for each portfolio from 1976-1990. The profile of the lowest spread and lowest beta portfolio (LL) and the highest spread and highest beta portfolio (HH) are shown Table 3.2.





Table 3.2.





Portfolio�
LL�
HH�
�
Variable�
�
�
�
Bid-Ask Spread�
1.827�
30.675�
�
Beta�
0.533�
1.271�
�
MV�
1287�
4�
�
PPS�
36.40�
1.49�
�



It is apparent that the bid-ask spread, beta, MV and PPS exhibit a relationship across the portfolios formed on the beta and the bid-ask spread. While the patterns of the beta and the bid-ask spread are obtained by construction, the MV and PPS patterns, however, emerge without controlling them. 





After applying Fama and MacBeth (1973) type cross-sectional regressions and Seemingly Unrelated Regressions (SUR), Eleswarapu finds the bid-ask spread to be the only variable that consistently explains the cross-section differences in portfolio returns, beta and size being marginally significant. Thus, Eleswarapu concludes that there is a liquidity premium in Nasdaq, contrary to the findings in the NYSE.


 


3.2.5. Marginal Firms





Other papers emphasise the difference in the structural characteristics between small and large firms. Chan and Chen (1991) assume that small firms are 'marginal firms'. They suggest that small firms have lost market value because of poor performance, they are inefficient producers and they are likely to have high financial, leverage and cash flow problems. The share prices of marginal firms tend to be more sensitive to changes in the economy and these firms are less likely to survive adverse conditions. Since many small firms are marginal firms, as a group they tend to behave like marginal firms.





Chan and Chen (1991) distinguish the structural characteristics of small and large firms from 1956 to 1985, in order to prove that the small firms are generally marginal firms. All NYSE firms are classified by how they enter the top (largest) and bottom (smallest) market value quintile. The most revealing statistic from the bottom quintile is that 66 percent of the firms have fallen from the higher quintile, and only about 14 percent have been listed directly into that quintile over the previous 10 years. In contrast, about 51 percent of the firms in the top size quintile have been there for over 10 years. Of the remaining 49 percent about 41 percent have gone up from the lower quintiles and 8 percent remain listed into the top quintile over the previous 10 years.





Chan and Chen calculate the averages of the annual median return on asset and the interest expense coverage for 19 industries in the lowest and highest quintiles, using data from 1966 to 1984. The results show, that those industries in the smallest size quintile have a lower return on assets and a higher interest coverage ratio, compared to the same industries in the largest size quintile.





Chan and Chen search for additional characteristics that discriminate ex ante  'marginal' from non-marginal firms. They suggest that leverage (Gearing) and dividend changes could indicate a marginal firm and therefore relate to the firm size. In order to explain the logic behind firm's size effect and dividend changes, Chan & Chen stated: 





'It is well known that firms are reluctant to cut their dividends. Consequently, firms that cut their dividends drastically are likely to have done poorly and face a very uncertain future' (Chan and Chen, 1991, p.1472)





Chan & Chen discover patterns in the relation between firm size, leverage and dividend changes. For instance, among the firms that have cut their dividends in half (or more) the year before size portfolio formation, over 50 percent are in the bottom size quintile. In respect to the relationship between firm size and leverage, 33 percent of the bottom size and only 8.5 percent of the top size firms are highly leveraged. This relationship is reversed in the low leverage band; 9.8 percent of the bottom size and 36 percent of the top size firms have low leverage for the period from 1956 to 1985. Thus, Chan & Chen deduce, that the relationship patterns between firm size, dividend change and leverage are consistent with their hypothesis of why a small firm portfolio is riskier.





A controversy with Chan & Chen's argument is that it does not explain why the incremental risk born by small capitalisation firms is not captured by the systematic market risk, i.e., beta. On the other hand, if small firms bear a risk that is not accounted for by beta, then the rational investor should perceive it. Therefore, the arbitrage process should incorporate this risk into prices.





3.2.6. Neglected Firms





The 'neglected' firm explanation of the size effect appeared soon after the size effect was discovered. According to the CAPM, high risk shares sell at a lower price because the investors do not like risk. Many practitioners use very similar reasons in arguing that prices of smaller firms' shares are lower (recall that small firm portfolios are high beta as well) because this is a 'neglected' sector of the market. Merton's (1987) investment theory, for example, predicts that fund managers tend to invest in securities they know about and avoid those they do not have information about.





Arbel and Strebel (1983) use two separate indicators as benchmarks to divide neglected from non-neglected firms: the number of analysts regularly following a firm security and the number of analysts reporting earning forecasts which comply with those in Standard and Poor's Earning Forecaster. In order to reduce measurement problems, three broad research concentration ranking groups (RCR) are formed, where RCR1 comprises the most intensively followed stocks and RCR3 represents the least followed, or neglected firms.





Arbel and Strebel find that for the period 1970-1979 (except for 1971) the average annual return of the neglected stocks is 16 percent compared to 9 percent for the highly followed companies.





In respect to the relationship between neglected companies and small companies, Arbel and Strebel report that the neglected firm effect dominates over the small firm effect. They find excess return attached to neglected firms, rather than small firms, when controlling for size.





3.2.7. Small Size, Book-to-Market, or other factors?





Fama and French (1995) underline that book-to-market equity plays a consistently stronger role in average returns, although the size effect has attracted more attention. They suggest a theoretical model that explains the contribution of Book-to-market ratio to excess returns, which goes as follows:





Consider an all equity firm that finances its investments entirely with retained earnings. Dividends paid by the firm in any year t, (D (t)) are equal to equity income plus depreciation (DP (t)), minus investment outlays (I (t)).





�





Suppose that at time t expected depreciation and investment for any year t+i are proportional to expected future equity income, that is,
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�EMBED Equation.3���� and �EMBED Equation.3��� are the proportionality factors, defined as �EMBED Equation.3��� and �EMBED Equation.3���.





If the discount rate r is constant, then the value of the market equity at t is:
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and the ratio of market-to-book equity is:
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This simple model predicts that firms with higher required equity returns, r, will have higher book to market ratios. Thus, Fama and French (1995) make a further contribution to the three factor asset-pricing model that includes a market factor and risk factors related to size and BE/ME. Fama and French admit that size and BE/ME remain arbitrary indicator variables that, for some unexplained economic reasons, are related to risk factors in returns. The goal they specify is 'to begin to fill this economic void' (p.131). The theoretical model they offer relates a firm’s Equity Income to the same firm’s Market Equity to Book Equity ratio. Using the ratio of Equity Income to Book Equity as a proxy for a firm’s profitability, Fama and French allot NYSE, AMEX and NASDAQ into four portfolios, i.e., B/L, B/H, S/L and S/H where B and S stand for big and small firms. For each year from 1963 to 1991 the whole sample is split by the median Market Value into Small (S) and Big (B) firms. Stocks in the bottom 30 percent or top 30 percent of the values of the Book-to-market equity are assigned to Low (L) and High (H) Book-to-Market value. The four portfolios (B/L, B/H, S/L and S/H) are the intersection of the four groups, i.e., B, S, L and H. Then, Fama and French (see Figure 1, p.136) produce the 11-year evolution of earnings on book equity for size-BE/ME portfolios formed in June of year t. Figure 1 shows that in year 0 relative to the ranking year, B/L performs best, (equity income/book equity, apx. 0.18) followed by S/L, B/H and S/H. This result supports the model offered by Fama and French (1995, p.135), and establishes the superiority of the Book-to-Market value over the Size Effect. Although low-BE/ME equities tend to be highly profitable long before and after they are sorted into portfolios, Figure 1 (Fama & French (1995)) shows that their profitability improves prior to portfolio formation, and deteriorates a bit thereafter. The reverse pattern of decay and then improvement in EI/BE is observed for high-BE/ME stocks. Further Fama and French (1995) exploit the return differences of portfolios sorted on a large variety of variables (ratios), to finally affirm size and book-to-market (BE/ME) as factors that capture 'strong common variation' in stock returns. 





Fama and French's results are challenged by Kothari, Shanken, and Sloan (1995), who examine a cross-section of expected returns, and find an economically and statistically significant compensation (about 6 to 9 percent per annum) for beta risk when betas are estimated from time-series regressions of annual portfolio returns on the annual return on the equally weighted market index. The relation between book-to-market equity and returns is weaker and less consistent than that in Fama and French (1992).





According to KSS, there are at least three reasons for re-examining the risk-return relationship using longer measurement interval returns. First, the CAPM does not provide explicit guidance on the choice of horizon in assessing whether beta explains the cross-section variation in average returns. Secondly, beta estimates are biased due to trading frictions and non-synchronous trading� (Ball (1977), Scholes and Williams (1977) and Cohen et al. (1983)) or other phenomena including systematic cross-temporal covariance in short-interval returns (e.g. Lo and MacKinlay (1990) and Mech (1993)). These biases can be mitigated using Dimsons' (1979) approach to estimating betas. Thirdly, there appears to be a significant seasonal component in monthly returns (see, for example, Rozeff and Kinney (1976) and Keim (1983)).





In addition, Handa, Kothari and Wasley (1989) show empirically that the betas of small firms increase and those of large firms decrease with the return measurement interval, substantially reducing the size effect when annual returns are employed. Moreover, the annual estimates of beta are strongly correlated with both monthly and annual average returns.





Each month KSS estimate the following cross-sectional regression of portfolio returns on beta, size or beta and size.
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�EMBED Equation.3��� -equally-weighted buy-and-hold return on portfolio p for month t,


�EMBED Equation.3��� - full period postranking beta on portfolio p,


�EMBED Equation.3��� - natural log of the average market capitalisation on June 30 of year t of the stocks in portfolio p,


�EMBED Equation.3��� - regression parameters,


�EMBED Equation.3��� - regression error.





KSS find economically and statistically significant compensation for beta risk, when yearly intervals and an equally weighted market return are applied. The results also indicate that the incremental contribution of size, while not unimportant, is not large either.





Further, KSS employ a three-factor model, similar to that in Fama and French (1993), including the market index as one of the factors. They estimate it for CRSP, COMPUSTAT and CRSP-COMPUSTAT samples, in order to examine for possible selection biases in COMPUSTAT data.





In order to construct size and B/M equity factors, all stocks are ranked and assigned to five size portfolios and five B/M portfolios each year. Then they calculate so-called excess returns on a factor.





The size factor is the difference, each year, between the sample average return on the five portfolios within the smallest market capitalisation quintile (i.e., the smallest firm quintile that is split into five portfolios on the basis of low and high B/M) minus the sample average return on the five portfolios within the largest market capitalisation quintile. The B/M factor is constructed similarly as the difference between the average return on the five portfolios within the highest B/M quintile minus the average return on the five portfolios within the lowest B/M quintile. As in Fama and French (1993), the B/M and size factors are only weakly correlated (correlation -0.20). The size factor has a correlation coefficient of 0.69 with the equally weighted market, whereas the B/M factor has a correlation of -0.26 with the market.





The estimated time-series regression, in an excess-return form, with annual data from 1963 to 1989 is:
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�EMBED Equation.3���-equally-weighted excess-return on size portfolio p, calculated from July of year t to June of year t+1 where size is measured as of June-end of year t and returns are in excess of the T-bill rate.


�EMBED Equation.3���-annual excess return on the equally weighted market portfolio,


�EMBED Equation.3���- the B/M factor, derived from an independent portfolio ranking,


�EMBED Equation.3���-the Size factor, derived from an independent portfolio ranking.





The intercept terms for the COMPUSTAT size portfolios are small and not significantly different from zero, consistent with the hypothesis that the size and B/M factors capture the relevant components of systematic risk as in Fama and French (1993). The extremely small firms have nontrivial coefficients on the B/M factor and the size factor in the CRSP and COMPUSTAT samples. Apart from this, the B/M factor betas are small and generally statistically insignificant. Thus, KSS conclude that the strong Book-to-Market effect in Fama and French is likely to be influenced by a survivorship bias in the COMPUSTAT data.





Fama and French (1996b) react to Kothari, Shanken, and Sloan (1995) and strongly reject the ability of the size and the Book-to-Market ratio (BE/ME) to explain the average differences in returns. 





Fama and French (1996a) subsequent to Fama and French (1995), develop a conditional three factor model, including the excess return on a broad market portfolio �EMBED Equation.3���, the difference between the return on a portfolio of small stocks and the return on a portfolio of large stocks (SMB), and the difference between the return on a portfolio of high-book-to-market stocks and the return on a portfolio of low-book-to-market stocks (HML). The HML factor is classified as a distress factor. 





�





Since the average HML return is strongly positive, low Book-to-Market (BE/ME) load negatively on the HML, implying lower excess returns. The Book-to-Market effect, however, can be related to DeBondt and Thaler's (1985) reversals, as stocks with low long-term past returns (losers) tend to have positive SMB and HML slopes and higher future average returns.





Daniel and Titman (1997) address the question of whether there really are pervasive factors that are directly associated with the size and book-to-market returns, and whether there are risk premia associated with these factors. After examining the 25 size/book-to-market portfolios from Fama and French  (1993) over the period 63:07 to 93:12, they find different return patterns for January and non-January months. The size effect is almost exclusively a January phenomenon, while the book-to-market phenomenon occurs mainly in January for larger firms.





In addition, Daniel and Titman (1997) perform a factor analysis on the possibility of relating the returns of portfolios formed on size and book-to-market with factors, such as the trading volume and returns over the 12 pre-formation months, following liquidity (Amihud and Mendelson (1986)) and momentum (Jagadeesh and Titman (1993)) hypotheses. Their findings, however, lack support for the factor model load on either momentum or liquidity.





Jaganathan and Wang (1996) assume that the CAPM holds in a conditional sense, i.e., it holds at every point in time, based on whatever information is available at that instant. Instead of the Sharpe-Lintner-Black (static) CAPM �EMBED Equation.3���, where �EMBED Equation.3��� is defined as �EMBED Equation.3���, they propose a conditional CAPM �EMBED Equation.3��� with beta defined as �EMBED Equation.3���.





Jaganathan and Wang form 100 portfolios (10x10) on size and beta, exploring monthly returns of a sample listed on NYSE and AMEX non-financial stocks from 1963 to 1990. They run various static and conditional CAPM specifications. The standard variables in the CAPM models are beta and logarithms of market equity (size) and two additional variables-the spread between BAA- and AAA-rated bonds as a proxy for the market risk premium� and the growth rate of labour income�, estimated as the difference between total personal income and dividend income. A parallel examination of the static and conditional forms of the CAPM leads Jaganathan and Wang to support the conditional form of the CAPM. When betas and expected returns are allowed to vary over time by assuming that the CAPM holds period by period, the size effect and the statistical rejections of the model specifications become much weaker. When a proxy for the return on human capital is also included in measuring the return on aggregate wealth, the pricing errors of the model are not significant at conventional levels. More importantly, firm size does not have any additional explanatory power.





Kim (1995) claims that the Fama and French (1992) findings are subject to errors-in-variable (EIV) of the traditional two-pass estimation methodology. In the first pass, beta estimates are obtained from separate time-series regressions for each asset, and in the second pass, gammas are estimated cross-sectionally by regressing asset returns on the estimated betas. Therefore, the explanatory variable in the cross-sectional regression is measured with error. The EIV problem results in an underestimation of the price of beta risk and an overestimation of the other coefficients associated with variables observed without error, such as firm size and book-to-market equity ratio.





Kim provides a mathematical proof of the gamma bias, when an OLS estimator is used, and proves that the cross-sectional dependence between residuals from the market model decreases as the number of size portfolios increases.





In summary, the market beta has an economically and statistically significant effect after correcting for the EIV problem for the whole period from July 1936 to December 1991. It is worthwhile, however, to note that the residuals are sensitive to the choice of testing period. For the subperiod from July 1963 to December 1990, for example, when the size variable is included in the model, the explanatory power of the market beta is weaker than that obtained for the whole period.





Hasbrouck (1985) shows that Tobin's q and firm size are important variables in identifying potential takeover target firms. Specifically, he finds that targets of takeovers are typically low q and small size firms. Lang, Stulz and Walking (1989) find that gains to the bidder, the target, as well as the combined gains are largest when a high q bidder acquires a low q target. Both Hasbrouck (1985) and Lang, Stulz, and Walking (1989) also acknowledge a disequilibrium explanation, in that the gains from a takeover can be the consequence of systematic underpricing of the target. They further argue that the takeovers that create the most wealth are made by high P/E bidders for low P/E targets. Since q is positively correlated with the P/E ratio, this argument implies that takeovers that create the most wealth are those by high q bidders for low q targets. 





Tobin's q is defined as the ratio of the market value of the firm to the replacement cost of its assets, and was first introduced into macroanalysis by Tobin (1969) in order to explain the causal relationship between q and investment. He argues that if, at the margin, q exceeds unity, then the firms have an incentive to invest, since the cost is less than the new capital investment. If such investment opportunities are widely exploited, the marginal value of q should tend towards unity. Since then Tobin's q has been widely used in the takeover literature.


Badrinath and Kini (1994) find that the magnitude of the size effect does not change after controlling for q, but the E/P effect becomes much smaller. Furthermore, the size effect is extremely robust, even when controlling for q and E/P variables. After controlling for both size and q, the E/P effect becomes small in magnitude and perhaps economically insignificant. The examination of the January seasonality effect, for each of the three effects, (size, E/P and q), each time exercising experimental control over the other two variables, confirms the size effect as solely a January phenomenon, while the E/P effect does not result from excess January returns.





Badrinath and Kini (1994) compute the firm size, the E/P ratio and Tobin's q ratio for each firm for each year in the period 1967-1981.  For each year, firms are ranked in ascending order on the basis of the relevant choice variable (firm size, E/P ratio or Tobin's q) and grouped into five portfolios. Portfolio performance is estimated relative to systematic risk using both the single factor and the two factor CAPM. The estimated equations are:
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where �EMBED Equation.3���-return on portfolio p in month t, p= 1,2,.....5,


�EMBED Equation.3���-return on market portfolio for month t,


�EMBED Equation.3���- return on riskfree asset for month t,


�EMBED Equation.3��� - return on a "zero-beta" portfolio for month t,


�EMBED Equation.3��� - estimated abnormal return for portfolio p,


�EMBED Equation.3���- estimated systematic risk for portfolio p.





The results are also replicated using Dimson's beta to adjust for infrequent trading biases but the conclusions are essentially the same. Of some interest, however, is the fact that as we move from the low to the high size portfolios, the median E/P ratio seems fairly stable while the median q increases. It is quite possible that the size effect is merely proxying for a q effect or vice versa.





Badrinath and Kini utilise Basu’s (1983) randomisation technique to distinguish between several concurrent effects. The size effect, after controlling for E/P, then shows an abnormal return between the extreme size portfolios of 0.741 percent per month (8.892 percent per year). The E/P effect on the two extreme E/P portfolios, after controlling for firm size, is 0.623 percent per month (7.467 percent per year). Finally, for the interactions between size and E/P effects, small firms with high E/P ratios earn 1.28 percent per month (15.36 percent per year) on a risk-adjusted basis. The size effect does not subsume nor is it subsumed by the E/P effect. However, significant interactions between size and E/P are evident.





If Tobin’s q is controlled for, however, the differential E/P return is substantially smaller, whilst the size effect is not altered. In addition, the differential returns between the extreme size portfolios are almost entirely due to the January effect. 





3.3. The IPO Anomaly





The Initial Public Offer (IPO) anomaly encompasses low return performance of IPOs in a period of 3 to 5 years after going public. Ritter (1991) performs an investigation of the IPOs anomaly from 1975 to 1984 on the NYSE and finds a 34.4 percent average holding period return of IPOs common stock in the 3 years after going public. The holding period return is measured from the closing market price on the first day of public trading to the market price on the 3 year anniversary. The control sample, matched by industry and market value, produces an average total return of 61.86 percent over the same 3 year holding period. This is what Ritter calls long-run underperformance. In addition to this anomaly, numerous studies have documented the so called short-run underpricing phenomenon, where, measured from the offering price to the market price at the end of the first day of trading, IPOs produce an average initial return of 16.4 percent. Why IPOs are priced in a manner that results in such large positive initial returns has always been a mystery. According to Ritter, the offering price is not too low; it is the first after-market price which is too high. 


Further, Loughran and Ritter (1995) found that the average annual return during the five years after an initial public offering is only 5 percent for a sample of 4753 operating companies going public in the United States during 1970 to 1990 and listed within the next three years.





 3.4. Reversal of Large Stock-Price Decreases





The reversal of large stock-price decreases consists of a slow recovery of the large stock-price decreases. The biggest average excess returns are observed on Day 1 after the event of the decrease (Bremer and Sweeney, (1991)), still existing on Day 2 and 3 and decaying slowly. Such a phenomenon of long and slow recovery is inconsistent with the assumption that market prices fully and quickly reflect relevant information. 





3.5. Calendar Anomalies





The investigation into calendar anomalies concerns two issues; firstly, to detect the possible existence of these anomalies and, secondly, to relate them to other anomalies.





Calendar anomalies have been widely investigated in the US Stock Market. This, however, does not categorise them as just a US phenomenon. Calendar anomalies are reported on other stock markets as well.





3.5.1. Day-of-the-week anomaly





In the early 1980's various papers reported on the weekend anomaly. It was found that Friday returns were generally larger than that for other days and these returns tended to be negative from close of trading on Friday to close of trading on Monday. French (1980) finds that if an investor purchases a portfolio at the close on Monday, sells it at the close on Friday, and holds cash over the weekend, it generates an above average annual return of 13.4 percent. Gibbons and Hess (1981) examine the 17 years' period 1962-1978 and discover that Monday's return is negative, -33.5 percent on an annualised basis. Harris (1986) confirms a large negative Monday return between 1981-1983, which occurs within the first 45 minutes of trading.


Despite the existence of this anomaly, the presence of transaction costs does not permit the operation of a profitable trading system based on the weekend effect. Nonetheless, the mere existence of the day-of-the week anomaly may offer an explanation for other anomalies.





Athanassakos and Robinson (1994) find that the Monday negative return is due mostly to large firms' negative returns, whereas Tuesday’s negative return is due mostly to small firms' negative returns. They suggest two reasons for the day-of-the-week anomaly; the dividend effect and information flows. The dividend effect is supported by the fact that the ex-dividend day is not evenly spread across the days of the week. Canadian firms tend to go ex-dividend more often on Mondays than on any other day of the week. However, after adjusting returns for dividend payments, the day of the week anomaly is only partially explained. 





Thus, Athanassakos and Robinson suggest an “information flows” explanation for the day-of-the-week anomaly. This explanation rests on the tendency for unexpected "bad news" to be systematically released late on Friday or over the weekend. Evidence in favour of this tendency has been previously reported in Dyl and Maberly (1988), Patell and Wolfson (1982) and Penman (1987).





Athanassakos and Robinson examine the relationship between information flows and the day-of-the-week effect by testing for (i) a relationship between Friday and Monday returns, (ii) a pattern of negative Monday returns throughout the month, and (iii) a comparison of day-of-the-week returns for large and small stocks. 





Solnik (1990) examines how specific settlement procedures affect the distribution of daily stock returns on the Paris Bourse. Settlement procedures vary considerably across national stock markets. In many countries settlements take place a fixed number of business days after the transaction. These countries are referred to as countries with a fixed settlement lag. In other countries settlements take place periodically on a fixed date and all transactions performed before this date are settled then. These countries are referred to as countries with a fixed settlement date.





The expected influence of the settlement procedure on the distribution of daily returns is usually much larger for countries with fixed settlement dates such as the U.K., France or Italy. In the U.K. the trading year is divided into account settlement periods of two weeks.� This is a forward market with a new account period starting every other Monday. The financial advantage brought by a new account period should imply a positive return on these Mondays; the extra return should be in the order of two weeks of interest. In theory, the forward stock price should converge to the implicit spot price on the last day of the account period and move up from the spot price on the first day of the account period by an amount equal to the bias (cost of carry). In the absence of dividend payments and transaction costs, arbitrage requires that the forward price be equal to the spot price plus the financing cost of the position to maturity of the forward contract.





In France, Italy, and, to some extent, Switzerland and Belgium, as well as some developing countries, the settlement of all transactions takes place once a month on a fixed date. This system was instituted by Napoleon, the French emperor. The last day of trading on which all trades are settled is called the liquidation. The liquidation takes place on the seventh business day preceding the end of the calendar month. The cash transfers take place on the last business day of the month. The liquidation day is set a week before the end of the month. All transactions before the liquidation day will be settled at the end of the month. The magnitude of the effect ought to be one month of interest and hence much larger than in London.





Solnik explores the daily CAC 240 index from January 2, 1978 to November 3, 1989. In a continuous market maintained during the day by specialists or market makers, the difference between opening and closing prices can be significant and can affect the result of empirical studies of the behaviour of daily returns. In a fixing market, where shares are only traded for a few minutes during the day, there exists a single price for the day.





The equality of mean (forward) returns and the monthly settlement effect is tested by running the regression:
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where:


�EMBED Equation.3���-is the return for day t (from day t-1 to day t),


�EMBED Equation.3���- dummy variable, that takes the value of one if day t falls on any day not included in the interval T-5 to T+7 and zero otherwise,


�EMBED Equation.3���- a dummy variable taking the value of one if day t falls on a day T+k surrounding the liquidation date T and zero otherwise. k ranges from five days prior to liquidation to seven days after the liquidation; hence, the last day (k=7) is the first business day of the new calendar month.





The mean daily return over the period January 1978 - November 1989 is 0.074%. The mean daily return on the opening day of a new settlement month, 0.698%, is large and significantly different from the mean daily return at the 99% confidence level. The difference, 0.624%, is in the order of magnitude of one month’s interest but is somewhat smaller than the average one-month risk-free rate over the period (around 0.9%).





Solnik tests the effect of dividend payments on daily returns. French companies pay their dividends only once a year, and payments are mostly made in the months of June and July. If a stock pays a dividend during a given settlement month, any purchaser of the stock during that month will receive the shares ex-dividend at the settlement taking place at the end of the month. Hence, the forward price should drop, ceteris paribus, on the first day of the monthly settlement period by an amount related to the scheduled dividend payment during the month. If the impact on the firm's value is exactly equal to the dividend paid out, then the forward price on the first day of the settlement period should drop by an amount equal to that discounted dividend. Given the higher dividend payments in June and July, settlement months should be roughly 1.7% below that of other months since index return calculations do not include the dividend paid.





Mean daily returns are estimated separately for June-July and for other months of the year. The price appreciation (for the days T, T+1, T+2) due to the new settlement month is indeed smaller on the first day of June and July (0.571%), than non-dividend months (1.216%). While this difference (0.645%) is statistically significant, it is less than the average difference in the monthly dividend yield between June-July and the other months (1.7%), consistent with a drop in the stock price on the ex-day being less than the dividend.





The final question is whether this settlement procedure could explain the pattern of daily returns, observed in previous studies of the Paris Bourse�.


The standard methodology is replicated by running the regression:
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�EMBED Equation.3��� - the rate of return on day t,


�EMBED Equation.3��� - a dummy variable taking the value of one on the respective day of the week and zero otherwise.





If daily returns are drawn from an identical distribution, we would expect the regression coefficients to be equal. The hypothesis of equality of the regression coefficients is rejected at the 5% confidence level. As in the countries with other types of settlement procedures, the monthly settlement cannot explain the day-of-the-week effect observed on the Paris Bourse because there is no concentration of liquidation dates on Tuesdays. 








Recent research on calendar effects in the FT-SE indices by Mills and Coutts (1995) finds statistical evidence supporting calendar anomalies. The day-of-the week anomaly is unveiled by high average returns on Wednesday and Friday for FT-SE 100, 250 and 350 indices and negative mean returns on Monday for the Mid 250 and 350 indices. These results are consistent with previous findings for the UK by Board and Sutcliffe (1988).





Splitting Mondays into account and non-account days leads to the result predicted by the 'account day' hypothesis�-Monday non-account days have significant negative returns for all three indices, whereas account days on Mondays have positive returns for the 100, although essentially zero returns for the Mid 250, perhaps reflecting the size effect.





3.5.2. Holiday Effect





Fields (1934) finds a disproportionate frequency of advances on trading days preceding long holiday weekends. Roll (1983) reports high returns accruing to small firms on the trading day prior to New Year's Day. Lakonishok and Smidt (1984) remark that "prices also rise in all deciles (of market capitalisation) on the last trading day before Christmas" and conclude that ‘ the Christmas returns of large companies might be considered (another) ..... mystery.’. Merrill (1966) finds a disproportionate frequency of Dow Jones Industrial Average advances on the days preceding holidays during the 1897 to 1965 period. Fosback (1976) has noted high pre-holiday returns in S&P 500 index returns.





Ariel (1990) uses value and equally weighted daily indices from 1963 to 1982. He divides 5020 trading days into two subsets; the trading days prior to the holidays in this period (160 days), and the rest (4860 days). The 160 pre-holidays are the trading days prior to the holidays.





For the period under investigation Ariel reports means for the 160 pre-holiday returns of 0.528% on the equally weighted and 0.364% on the value weighted index respectively. Means of 4860 other daily returns are 0.059% and 0.026% for the equally and value weighted indices. Both equally and value weighted indices have a highly significant t-statistic for the difference of the means.





Ariel tests the hypothesis of equal positive return frequencies in the two groups of days for the two indices. The test rejects this hypothesis in favour of the alternative hypothesis of more frequent pre-holiday advances. The actual figures are 0.856 for the pre-holiday days equally-weighted index, and 0.750 for the value weighted index, whereas the other days' positive advances are 0.558 and 0.538 respectively. Ariel tests whether the high pre-holiday returns persisted during the entire sample period by splitting the 20-year interval into two sub-periods. The results reported for the two 10 year sub-periods are only trivially different: 0.503% and 0.556% for the equally weighted index, and 0.343% and 0.386% for the value weighted index.





Another important assertion is that despite the much higher returns, the pre-holiday return variance is no larger than the return variance for all other days. Ariel states: 





‘Rather, it seems an extra component of return is added to regular trading days.’ (p.1614). 





Therefore, the conclusion is: 





‘This fact serves to emphasise that the high pre-holiday return is not a reward for bearing extra risk.’ (p.1614). 





Ariel examines whether the pre-holiday returns are a materialisation of other calendar anomalies, such as the January effect, the weekend effect and the small firm effect. As the last day and beginning of the months are seasonally strong periods (Ariel, 1987, Rozeff and Kinney, 1976, Reinganum, 1983, Roll, 1983) and this is especially true for January, Ariel applies pre-holidays and pre-New Year holiday dummy variables. Despite this, the pre-holiday dummy for both equally and value weighted indices is still significant. The New-Year's dummy though, is only significant for the equally weighted index. While the equally weighted index is largely populated by small firm returns, this implies that the New Year's Holiday excess returns are due to the small firms.





Ariel uses dummy variables for the days-of-the-week returns, plus an added pre-holiday dummy variable. The magnitude of the pre-holiday dummy represents the incremental returns earned on pre-holidays after correcting for the differing means across different days of the week. For both value and equally weighted indices the magnitude of the pre-holiday dummy is large and statistically significant. This confirms that the high return frequency of Friday and low return frequency of Monday pre-holidays is not responsible for the observed pre-holiday strength. Further, Ariel shows that the pre-holiday effect is not a small firm effect.





3.5.3. Turn-of-the-month (January) effect





Another calendar anomaly is the turn-of-the year effect. There is evidence (Reinganum, 1983; Roll, 1983) that securities yield high excess returns in the month of January. Recently this phenomenon was tied in with the small firm effect by Roll (1983) and Pettengill and Jordan (1990).





Ogden (1990) tests the hypothesis that monthly and January effects are due, at least in part, to a standardisation in the payment system in the United States, specifically a concentration of cash flows at the turn of each month.





Ogden argues that the end of each month is a preferred habitat (in the Modigliani and Sutch (1966) sense) for paying off accrued wages, dividends, interest and principal payments and other liabilities. As a result, economic entities would prefer to invest their short-term investable funds in securities that mature at the end of the calendar month, rather than before or well after that date. If securities are to be rolled over (sold prematurely) to provide necessary liquidity, it would involve greater interest rate risk and transaction costs. 





The intra-month returns on the stock market can be partially explained by assuming that the bulk of expected monthly cash income for the representative investor is received at the turn of the month, while expected cash expenditures are distributed uniformly throughout the month.





As for the representative investor, Ogden makes several behavioural assumptions, i.e., commensurate holding of investable wealth (cash), liquid securities (Treasury notes) and relatively illiquid stocks. As a consequence, investors will be more committed to invest in relatively illiquid stocks at the end of the month, when economy-wide profits are large. When aggregate liquid profits are small, investors would be less willing to buy stocks.�





Ogden suggests FED's� monetary policy as a measure of stock market liquidity (illiquidity). The monetary policy affects the expected liquid profits, which in turn will affect turn-of-the month stock returns.�





Ogden links the turn-of-the month liquidity hypothesis with the January effect. The arguments for this are: (i) the evidence, that the positive January returns are concentrated in the first few trading days of January, (ii) that it is reasonable to assume that liquid profits are greater in December than in other months, (iii) that the January turn-of-the month profits are greater for small firm stocks, and evidence on the ownership of stocks in the U.S. indicates that individual investors hold proportionately more small firm stocks, while institutional investors hold proportionately more stocks of large firms (Ritter, 1988). 





Ogden uses daily equally- and value-weighted stock indices from January 1969 to December 1986 and the FED fund spread for the measure of a stringent (easy) monetary policy. For various sub periods and for the whole period, easy-money months have positive and high turn-of-the month returns. These returns however, are even higher for the equally weighted index, which in turn implies that the turn-of-the-month effect is more pronounced for small firms' stocks.





January returns are higher for easy-money than stringent-money Januarys. In spite of this, stringent-money Januarys have positive abnormal returns, implying that other factors apart from monetary policy may contribute to the high January turn-of-the month returns.





Bhardwaj and Brooks (1992) provide evidence that the share price (High/Low share price stock) may dominate the firm size in explaining the January anomaly. They claim that many of the small size firms' characteristics that are used in explaining the size anomaly, such as transaction costs, degree of neglect, misassessment of risk, and infrequent trading, are equally, if not more, applicable to low price stock. To test this hypothesis, Bhardwaj and Brooks form 25 portfolios, 5 sorted by market value and 5 by share price, and estimate January returns over a 20-year period. The conclusion is that there is a stronger relationship between share price and the January anomaly than between firms' size and the January anomaly. 





Jegadeesh (1991) claims that past return predictability, reported in Fama and French (1988), is mostly due to seasonal price mean reversion. He finds that the stock price mean reversion is entirely concentrated in the month of January and the estimates of long-term serial correlation outside January are indistinguishable from zero. Further, Jegadeesh examines an LSE return sample and finds that the seasonality in stock price mean-reversion in the U.K. is similar to that in the U.S. 





Jones, Lee and Apernbrink (1991) examine the returns of stocks in the Cowles Industrial Index before and after the introduction of personal income taxes in 1917. They find that excess returns at the turn-of-the-year and for the month of January were not significant until after 1917. Thus their results provide support for the tax-loss selling hypothesis as an explanation for the January seasonal excess return of small firms.








3.6. Conclusion


The extensive work carried out on the size anomaly shows the interest in this phenomenon. Overall, the existence of the size anomaly has been well documented. The remaining problem is its logical explanation. Once the size anomaly was documented, attention has shifted towards its explanation. Most contemporary papers on the size effect have an introductory section which confirms its existence, and the rest is dedicated to the explanations of the size effect.





It seems that any rationale for the size effect is multidimensional. It looks perfectly logical, bearing in mind the stock market mechanism (Chapter 2), to expect higher transactions costs in terms of bid-ask spread pertaining to small firms. The overreaction patterns may also contribute to the explanation of the size anomaly, especially when they are coupled with analysis of size portfolios’ stability after rebalancing. The papers on the size anomaly seem to avoid this issue, so that Chan and Chen’s (1991) paper is of great significance. The question is whether there would be excess return on size, if size portfolios were not rebalanced.





Of course, explanations that embrace the so called ‘proxy hypothesis’ are of great interest too. First, though, we need to know whether a size effect existed in the LSE between 1985-1995, which is dealt with in the next Chapter.
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� This study defines  financial firms as those belonging to retail and merchant banks, insurance and life assurance companies, other financial, property and investment trusts, in line with the DATASTREAM definition for financial firms. These firms are excluded from the study because of the differences in their capital structure from the rest of the firms and to allow a comparison with other studies, most of which are based on samples excluding the financial firms.


�The Hoare-Govett Smaller Companies Index comprises approximately 1200 companies, each with maximum market capitalisation of £100m.


� The return on shares less the return from a relatively risk-free bond.


� i.e., the Hoare-Govett Smaller Companies Index.


�See Amihud and Mendelson (1986, 1989) and Constantinides (1986).


� As notation follows closely Fama and French (1995), the time (t) subscripts for proportionality factors are not applied, although they are time varying. This detail is important, though, as it may turn out that identity in 3.5c and 3.6 is not obeyed, if proportionality factors change. 


� The term 'non-synchronous trading' is another way of addressing thin-trading or infrequent trading. Non-synchronous trading describes another aspect of small size firms trading, i.e., the irregular arrival of buy and sell orders for small size firms.


�See Stock and Watson (1989) and Bernanke (1990) for the applicability of interest-rate variables as a forecaster of the business cycle.


� The Roll (1977) critique emphasises that the market portfolio is not observable and do not include all assets in the economy, human capital intra alia and Mayers (1972) denotes that human capital forms a substantial part of the total capital in the economy.


�There are only 24 or 25 account periods in a year because of vacations, so the length of this account settlement period is sometimes greater than two weeks. All the trades during an account period are settled on the second Monday following the last Friday of the period.


� See Condoyanni, O'Hanlon, and Ward, (1987), Solnik and Bousquet, (1990).


�See Lakonishok, J and Levi, M. (1982) and Board and Sutcliffe (1988).


�Individual investors may have no compulsion to invest immediately. However, many firms provide reinvestment plans (Kinoshita, 1989)), indicating that investors have a substantial interest in reinvesting their income.


� The US Central Bank, The Federal Reserve System, often abbreviated as FED from the first three letters.


�Note that monetary policy is likely to affect real economic activity, and thus investors' liquid profits, with a lag (Laurent, 1988). However, a positive association between contemporaneous changes in the money supply and stock returns is well documented (Sorenson, 1982).
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